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Abstract

Because of the high range of illumination we encounter
in our daily lives, our visual system evolved an adap-
tation mechanism. This mechanism allows us to dis-
tinguish details both in direct sunlight and at night
by adjusting our sensitivity to light. High dynamic
range (HDR) photographs capture a wider range of
luminance values than can be displayed on current
consumer displays. In this project, I develop a sim-
ple model for simulating light and dark adaptation of
the human visual system that can be used to display
panoramic HDR photographs in a virtual reality (VR)
headset. This model, based on psychophysical data,
allows the user to distinguish a wider range of details
by dynamically adjusting the tonemapping parameters
based on the visible portion of the HDR. photograph.

1 Introduction

The human visual system has evolved to support the
wide range of visual conditions that are encountered
in daily life. We can see both during the day when
the average ambient light level approaches 10* cd/m?,
but also at night when the ambient light level drops to
around 1073 ed/m?. However, due to the very large
contrast between the two levels, our eyes cannot make
out both bright and dark features at all times, and
need time to adapt to the ambient light level. Dark
adaptation is the process of adapting from a bright to
a dark environment such as when entering a dark room,
while light adaptation is the process of adapting from
a dark to a bright environment such as when turning
on a lamp.

Similarly, displays have a limited ability to reproduce
very bright or very dark images. Current high end
consumer displays can reach only up to 1000 cd/m?
maximum brightness, and only for a small part of the
screen at a time. The brightness of visual content such
as photographs therefore needs to be adjusted to match
the capabilities of the display. For dynamic content
such as VR, the optimal brightness can vary depending
on the user’s input as the user looks around at different
parts of the scene. For example, it is sensible to match
the range of light levels in a dark room reproduced
in VR to the full range of the display, but if the user
then turns around to look at a bright object such as a
window, its brightness would be outside the capabilities
of the display. A dynamic approach could then dim the
whole screen to let the user make out detail outside the
window.

In this project I compare three approaches for
determining the optimal brightness for displaying a
panoramic HDR, photograph in VR. The first is a
static global approach that analyzes the whole scene
and matches its brightness to the range supported by

the display. The second is a dynamic approach that
matches the brightness of the currently visible portion
of the photograph to the display. The final approach
simulates light and dark adaptation of our visual sys-
tem by slowly adjusting the brightness of the displayed
image over time based on the currently visible portion
of the photograph.

2 Related work

In this project I examine and build upon the work of
two previous papers. Ferwerda et al. [1996] proposed
a computational model of visual adaptation for syn-
thesis of realistic images. Their model is based on psy-
chophysical experiments and, as such, it can be used to
predict the appearance of features in a scene. In partic-
ular, they propose a tone reproduction operator based
on threshold visibility models such that just noticeable
differences in the scene are mapped to just noticeable
differences in the image. They combined this opera-
tor with their model for light and dark adaptation to
simulate the appearance of a synthetic scene at various
light levels.

Wernikowski et al. [2019] continued this work by
applying the tone reproduction operator to synthetic
scenes displayed in VR. They proposed a colour dis-
crimination operator to simulate our lack of colour vi-
sion at very dark illumination when only our rods are
able to make out differences in a scene. They also
showed that simulating realistic dark adaptation is not
suitable for VR applications and a faster model pro-
vides a preferable experience. Neither group published
their model of light and dark adaptation in sufficient
detail to reproduce it.

I use Ferwerda et al.’s tone reproduction operator
and Wernikowski et al.’s colour discrimination oper-
ator to display HDR panoramic photographs in VR.
I first examine the results when the simulated light
adaptation level is fixed for the global illumination,
then adjust it based on the visible part of the scene,
and finally, I propose a simple model of light and dark
adaptation that works well in VR. I compare these
three approaches and their suitability for VR appli-
cations, as well as the suitability of Ferwerda et al.’s
and Wernikowski et al.’s operators for displaying HDR
panoramic photographs.

While developing this application I found that Unity
developed their own post-processing effect called “Auto
Exposure” or “Adaptation” which also aims to simu-
late the effect of light and dark adaptation. Unlike my
approach based on threshold visibility models, Unity’s
model is based on photographic exposure. This can be
a good choice for video games, where the player can
imagine that the display is provided via a simulated
camera, but it does not provide a realistic experience,
especially during dark-to-light adaptation. There is ev-
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Figure 1: Threshold visibility functions.

idence that this effect was adjusted to work with VR,
and I expect it would work well with abstract visual
art. Unity does not appear to provide an effect to
desaturates dark images in the scotopic and mesopic
range.

3 Method

The VR application I produced for this project renders
several HDR panoramic photographs as the skybox.
It then calculates the simulated light adaptation level,
applies Ferwerda et al.’s [1996] tone reproduction oper-
ator based on this state and Wernikowski et al.’s [2019]
colour discrimination operator based on the scene lu-
minance. Finally, it uses a basic tonemapping curve to
transform the HDR image to the SDR colour space of
the VR display.

In this section I first describe the threshold visibility
function used by the tone reproduction operator, my
light and dark adaptation model, and finally the tone
reproduction and colour discrimination operators.

3.1 Threshold visibility

Following the two previous papers, I based my model
on threshold sensitivity models. As I did not have ac-
cess to the raw psychophysical data used by previous
authors, I used the functions proposed by Ferwerda
et al. fitting their experimental data:

logt,(L,) =
—0.72 if log L, < —2.6,
log L, — 1.255 iflog L, > 1.9,

(0.249 log L, + 0.65)%7 — 0.72  otherwise

(1)

logts(Ly) =
~2.86 if log L, < —3.94,
log L, —0.395 iflog L, > —1.44,

(0.405 log L, + 1.6)%18 —2.86 otherwise

(2)

Given the level of background illumination L, the
user is fully adapted to, the functions t, (L) and ts(Lq)

give the threshold sensitivity for cones and rods respec-
tively. Inspired by Ferwerda et al., I also used a pa-
rameter k to interpolate between the two functions to
create a combined sensitivity function for the full range
of human vision:

0 if L, <0.03
if L, >3
otherwise

3)
(0.5log L, + 0.761)5

tm(La) = ts(La) ’ (1 - k(La)) + tP(La) : k(La) (4)

These functions are later used to simulate light and
dark adaptation and to compute the tone reproduction
parameters. A plot of Ferwerda et al.’s original data
and these functions is given in fig. 1.

3.2 Adaptation

Ferwerda et al.’s tone reproduction operator is based
on the background luminance adaptation of the simu-
lated world observer L,,,. In this project I compared
three methods for determining its value. In all three
methods, I first compute the optimal adaptation lumi-
nance L,, that would be reached after waiting an infi-
nite amount of time. I estimate the optimal adaptation
luminance as the arithmetic mean of pixel luminances,
or, equivalently, the total luminous intensity hitting
the camera divided by the size of the display. I do not
use the maximum image luminance as Ferwerda et al.
because 1 believe the amount of light entering the eye
is just as important as the brightest point.

For the first method, I precompute the arithmetic
mean luminance of the whole panoramic image and
use it as the optimal value. Because panoramic im-
ages are represented in an equirectangular projection,
each pixel is weighted by its relative size on a sphere,
sin #:ht For the second and third method, I com-
pute the weighted arithmetic mean luminance in an
area around the center of the visible portion of the im-
age. I found that tweaking the parameters of my weight
function provided advantages in different scenes, but I
settled on a single weight function (plot in fig. 2) that
gives acceptable results across all used images,

1—4-d% ifd<0.5
w(d) = .
0 otherwise

(5)

where d is the distance of a given pixel from the center
of the screen relative to the distance from the center
to the edge of the screen:

(6)

d_HQ-x—width 2-y—heightH

width height

For the first and second method, the world adapta-
tion luminance L., is set to the average luminance
L., but for the third method I simulate light and
dark adaptation. Ferwerda et al.’s chart of the time
course of dark adaptation has a shape similar to the
fully adapted threshold visibility data (fig. 1a). Based
on this, I assumed that dark adaptation can be simu-

lated by a simple exponential smoothing function, and
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Figure 3: Threshold visibility of dark adaptation.

it does in fact show a similar shape when combined
with my threshold function. Similarly, this function
can simulate the photochemical model of light adap-
tation (Baker [1955] figs. 6 and 7) used for the initial
state of dark adaptation if the user only briefly looks
at a bright light. The new world adaptation luminance
L., for the current frame is computed from the current
optimal adaptation luminance L,, and the adaptation
luminance L, of the previous frame using a weight
based on a constant parameter 0 < p < 1 and the
frame time delta dt seconds. The weight of the previ-
ous adaptation luminance decreases exponentially with
increasing frame time.
Ly = (1 _pdt) : E‘i‘pdt ) L/wa (7)
The parameter p can be tweaked for a faster or slower
adaptation, and is chosen separately for light and dark
adaptation. This function is evaluated for every frame
to continually update the current simulated world ob-
server adaptation as the user looks around. A plot
of the threshold visibility function over the course of
dark adaptation with p = 0.5 is given in fig. 3 along
with Ferwerda et al.’s experimental data. The function
is clearly non-linear in the mesopic region due to my
choice of the k parameter in t,,. The different abso-
lute threshold values during dark adaptation are likely
caused by different experimental conditions between
dark adaptation and fully adapted state. Because it
is impractical to wait several minutes in VR for dark
adaptation, especially if the user is standing, I decided
to shorten the time course of dark adaptation from
minutes to seconds similarly to Wernikowski et al..
However, as shown by Baker [1955, 1963], the photo-
chemical model is insufficient to simulate light adapta-
tion. Whereas in the photochemical model the thresh-
old sensitivity slowly rises during light adaptation,
physophysical data instead shows a sharp overcorrec-
tion in the threshold sensitivity followed by a slow de-
crease to the final threshold. Lacking access to the
raw data, I decided to model this threshold function as
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Figure 4: My model of threshold visibility of light
adaptation.

Figure 5: Left: initial stages of light adaptation. Right:
fully adapted to light.

follows:

—
Il g)
tm(Lwa)

After tweaking the parameter p used for the pho-

tochemical model, this function does in fact give the
required shape for simulating light adaptation (fig. 4).

t*(Lwaa Lw) = tm(Lw) .

3.3 Tone reproduction

Ferwerda et al.’s tone reproduction operator is based on
the approach developed by Ward [1994] using a thresh-
old sensitivity function ¢(L) to map world luminance
L., to display luminance L; assuming a given light
adaptation state L., for the simulated world observer
and Ly, for the display observer (i.e. user):

Ld(Lw) = Ly (9)

t(Luwa)

For the display observer adaptation level I just use
half of the approximate display luminance of the VR
headset, which I set at 100 ¢d/m?. This is in the pho-
topic range of vision so I can simply use the threshold
function for cones for the display observer: ¢(Lg,) =
tp(Laq). Similarly, during dark adaptation I can just
use the combined threshold function for the simulated
world observer: t(Lyq) = tm(Lwa)-

As observed by Ferwerda et al., the increased thresh-
old sensitivity during the initial stages of light adapta-
tion when used with Ward’s operator effectively dims
the image when simulating the user being blinded by
light. Because this does not match our daily experi-
ence, Ferwerda et al. proposed adding a constant off-
set to the displayed image. During light adaptation I
therefore modify Ward’s operator such that the display
luminance mapped to L,, is kept constant:




Figure 6: Full (left) and simulated (right) colour dis-
crimination for an images captured during a full moon.

tp(Lda)

t*(LwGJ L’LU)

Lu(Ly) = '(L”_L“’”?((LLM; T (10)

An example of this effect can be seen in fig. 5.

3.4 Colour discrimination

Because our visual system is unable to discern colour
at low ambient light levels, a faithful visual model must
desaturate those parts of the image where colour dis-
crimination is not possible. As I did not have access to
the data used by Wernikowski et al. from Hunt [2004],
I used their function with small changes:

1 if L, > 3
0= 0.069 herwi 11)
0.06971.409 c—T 267 L,  otherwise
. RGBimage

RGBdisplay = Ld(Lw) . ((f + (1 - 0’))

(12)
The function in Wernikowski et al. [2019] did not match
their figure, likely due to typographical errors caused
by missing minus symbols. Additionally, I inverted the
meaning of the parameter such that o = 1 produces a
fully saturated colour and o = 0 is fully desaturated
for convenience. The effect of this operator can be seen
in fig. 6.

Ly

4 Evaluation

The first method I tested, where the display parameters
of the image are determined by the global luminance
average of the image, is suitable for static images, but
does not work well in VR. In many of the tested images
it produced a “flat” look because it was adjusted to
match neither the highlights nor the shadows. Some
images (the night scenes in particular) looked fine, but
switching between images felt a bit more jarring than
with the other methods. This is a suitable method
when the illumination of a scene can be constrained to
a narrow range, but it is not suitable for viewing most
HDR photographs.

The second tested method, where the display param-
eters are determined by the visible portion of the im-
age, is better suited for displaying HDR. photographs,
but it feels very unnatural and quickly made me un-
comfortable. This method feels similar to the “Auto
Exposure” effect in Unity. The simulated adaptation

time in Unity did prevent me from becoming uncom-
fortable, but neither effect felt natural when viewing
HDR photographs in VR.

The final method simulating light and dark adapta-
tion produced a comfortable viewing experience with
the time parameters I chose for p in eq. (7). For light
adaptation I chose p = 0.1, which matched my expe-
rience for small to medium changes in ambient lumi-
nance. The light adaptation was perhaps a little bit
too fast for very large changes (night to clear day), but
it did not seem overly unrealistic. For dark adaptation
I chose the value p = 0.5 such that dark adaptation
is mostly complete after 20 seconds. I found that this
was a perhaps a little bit too fast for small changes,
but not unreasonable. For large changes (daytime to
nighttime) this was too fast to provide a realistic ex-
perience, but a slower change would be unbearable in
VR.

I found that Wernikowski et al.’s colour discrimina-
tion operator worked well to desaturate images with
luminance values in the mesopic range. For two of my
images taken at night, I was not entirely happy with
it, but I am unsure whether this is due to incorrect
luminance calibration of the images or the colour dis-
crimination operator. For a third night image (fig. 6),
the colour discrimination operator provided a much
more believable reproduction by desaturating the im-
age compared to the raw values.

Despite being my preferred method, my simulation
of light adaptation does have some limitations. I found
that adding a constant offset to the whole image was
not realistic in some situations, such as when looking
directly at the sun. In this case, I would prefer to add
a larger offset to an area surrounding the sun and a
smaller offset to the rest of the image. Additionally,
when looking at small bright objects, I found that the
image produced a flickering appearance due to sam-
pling variations when computing the average scene lu-
minance. I was also unhappy with my weight function,
in a few cases I found the final adaptation state too
bright, others were too dim.

5 Conclusion

In this project I have proposed a simple model for sim-
ulating light and dark adaptation. This model pro-
vides a good viewing experience for HDR panoramic
photographs in VR. It is possible to tweak the speed of
light and dark adaptation based on the requirements of
the application and preferences of the user. However,
it does have some limitations.

Future work should consider a better method for de-
termining the optimal final adaptation state to pre-
vent flickering. A more complex method for simulating
the “blinding” effect during early light adaptation may
produce better results. More data is required to ac-
curately model the time course of dark and especially
light adaptation.



Additional resources

I have uploaded additional materials for this project
to https://home.nulano.eu/nulano/AGIP/. This in-
cludes the source code of my model, a Windows exe-
cutable of the project for the Oculus platform, the raw
source images, and short video recordings of the light
and dark adaptation simulation.
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